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1 Problem Definition

1.1 Concurrency, Synchronization and Resource Allocation

A concurrent system is a collection of processors that communicate by reading and writing from a shared
memory. A distributed system is a collection of processors that communicate by sending messages over a
communication network. Such systems are used for various reasons: to allow a large number of processors
to solve a problem together much faster than any processor can do alone, to allow the distribution of data
in several locations, to allow different processors to share resources such as data items, printers or discs, or
simply to enable users to send electronic mail.

A process corresponds to a given computation. That is, given some program, its execution is a process.
Sometimes, it is convenient to refer to the program code itself as a process. A process runs on a processor,
which is the physical hardware. Several processes can run on the same processor although in such a case
only one of them may be active at any given time. Real concurrency is achieved when several processes are
running simultaneously on several processors.

Processes in a concurrent system often need to synchronize their actions. Synchronization between
processes is classified as either cooperation or contention. A typical example for cooperation is the case in
which there are two sets of processes, called the producers and the consumers, where the producers produce
data items which the consumers then consume.

Contention arises when several processes compete for exclusive use of shared resources, such as data
items, files, discs, printers, etc. For example, the integrity of the data may be destroyed if two processes
update a common file at the same time, and as a result, deposits and withdrawals could be lost, confirmed
reservations might have disappeared, etc. In such cases it is sometimes essential to allow at most one process
to use a given resource at any given time.

Resource allocation is about interactions between processes that involve contention. The problem is,
how to resolve conflicts resulting when several processes are trying to use shared resources. Put another way,
how to allocate shared resources to competing processes. A special case of a general resource allocation
problem is the mutual exclusion problem where only a single resource is available.

1.2 The Mutual Exclusion Problem

The mutual exclusion problem, which was first introduced by Edsger W. Dijkstra in 1965, is the guarantee of
mutually exclusive access to a single shared resource when there are several competing processes [6]. The
problem arises in operating systems, database systems, parallel supercomputers, and computer networks,
where it is necessary to resolve conflicts resulting when several processes are trying to use shared resources.
The problem is of great significance, since it lies at the heart of many interprocess synchronization problems.

The problem is formally defined as follows: it is assumed that each process is executing a sequence
of instructions in an infinite loop. The instructions are divided into four continuous sections of code: the
remainder, entry, critical section and exit. Thus, the structure of a mutual exclusion solution looks as follows:



loop forever
remainder code;
entry code;
critical section;
exit code

end loop

A process starts by executing the remainder code. At some point the process might need to execute some
code in its critical section. In order to access its critical section a process has to go through an entry code
which guarantees that while it is executing its critical section, no other process is allowed to execute its
critical section. In addition, once a process finishes its critical section, the process executes its exit code in
which it notifies other processes that it is no longer in its critical section. After executing the exit code the
process returns to the remainder.

The Mutual exclusion problem is to write the code for the entry code and the exit code in such a way
that the following two basic requirements are satisfied.

Mutual exclusion: No two processes are in their critical sections at the same time.

Deadlock-freedom: If a process is trying to enter its critical section, then some process, not necessarily the
same one, eventually enters its critical section.

The deadlock-freedom property guarantees that the system as a whole can always continue to make progress.
However deadlock-freedom may still allow “starvation” of individual processes. That is, a process that is
trying to enter its critical section, may never get to enter its critical section, and wait forever in its entry
code. A stronger requirement, which does not allow starvation, is defined as follows.

Starvation-freedom: If a process is trying to enter its critical section, then this process must eventually
enter its critical section.

Although starvation-freedom is strictly stronger than deadlock-freedom, it still allows processes to execute
their critical sections arbitrarily many times before some trying process can execute its critical section. Such
a behavior is prevented by the following fairness requirement.

First-in-first-out (FIFO): No beginning process can enter its critical section before a process that is already
waiting for its turn to enter its critical section.

The first two properties, mutual exclusion and deadlock freedom, were required in the original statement
of the problem by Dijkstra. They are the minimal requirements that one might want to impose. In solving
the problem, it is assumed that once a process starts executing its critical section the process always finishes
it regardless of the activity of the other processes. Of all the problems in interprocess synchronization, the
mutual exclusion problem is the one studied most extensively. This is a deceptive problem, and at first
glance it seems very simple to solve.

2 Key Results

Numerous solutions for the problem have been proposed since it was first introduced by Edsger W. Dijkstra
in 1965. Because of its importance and as a result of new hardware and software developments, new solu-
tions to the problem are still being designed. Before the results are discussed, few models for interprocess
communication are mentioned.

2.1 Atomic Operations

Most concurrent solutions to the problem assume an architecture in which n processes communicate asyn-
chronously via shared objects. All architectures support atomic registers, which are shared objects that



support atomic reads and writes operations. A weaker notion than an atomic register, called a safe register,
is also considered in the literature. In a safe register, a read not concurrent with any writes must obtain
the correct value, however, a read that is concurrent with some write, may return an arbitrary value. Most
modern architectures support also some form of atomicity which is stronger than simple reads and writes.
Common atomic operations have special names. Few examples are,

o Test-and-set: takes a shared registers r and a value val. The value val is assigned to r, and the old
value of r is returned.

e Swap: takes a shared registers r and a local register ¢, and atomically exchange their values.

o Fetch-and-increment: takes a register r. The value of r is incremented by 1, and the old value of r is
returned.

e Compare-and-swap: takes a register 7, and two values: new and old. If the current value of the register
r is equal to old, then the value of r is set to new and the value true is returned; otherwise r is left
unchanged and the value false is returned.

Modern operating systems (such as Unix and Windows) implement synchronization mechanisms, such as
semaphores, that simplify the implementation of mutual exclusion locks and hence the design of concurrent
applications. Also, modern programming languages (such as Modula and Java) implement the monitor
concept which is a program module that is used to ensure exclusive access to resources.

2.2 Algorithms and Lower Bounds

There are hundreds of beautiful algorithms for solving the problem some of which are also very efficient.
Only few are mentioned below. First, algorithms that use only atomic registers, or even safe registers, are
discussed.

The Bakery Algorithm. The Bakery algorithm is one of the most known and elegant mutual exclusion
algorithms using only safe registers [9]. The algorithm satisfies the FIFO requirement, however it uses un-
bounded size registers. A modified version, called the Black-White Bakery algorithm, satisfies FIFO and
uses bounded number of bounded size atomic registers [14].

Lower bounds. A space lower bound for solving mutual exclusion using only atomic registers is that: any
deadlock-free mutual exclusion algorithm for n processes must use at least n shared registers [5]. It was
also shown in [5] that this bound is tight. A time lower bound for any mutual exclusion algorithm using
atomic registers is that: there is no a priori bound on the number of steps taken by a process in its entry code
until it enters its critical section (counting steps only when no other process is in its critical section or exit
code) [3]. Many other interesting lower bounds exist for solving mutual exclusion.

A Fast Algorithm. A fast mutual exclusion algorithm, is an algorithm in which in the absence of con-
tention only a constant number of shared memory accesses to the shared registers are needed in order to
enter and exit a critical section. In [10], a fast algorithm using atomic registers is described, however, in the
presence of contention, the winning process may have to check the status of all other n processes before it
is allowed to enter its critical section. A natural question to ask is whether this algorithm can be improved
for the case where there is contention.

Adaptive Algorithms. Since the other contending processes are waiting for the winner, it is particularly
important to speed their entry to the critical section, by the design of an adaptive mutual exclusion algo-
rithm in which the time complexity is independent of the total number of processes and is governed only
by the current degree of contention. Several (rather complex) adaptive algorithms using atomic registers
are known [1, 2, 14]. (Notice that, the time lower bound mention earlier implies that no adaptive algorithm



using only atomic registers exists when time is measured by counting all steps.)

Local-spinning Algorithms. Many algorithms include busy-waiting loops. The idea is that in order to wait,
a process spins on a flag register, until some other process terminates the spin with a single write operation.
Unfortunately, under contention, such spinning may generate lots of traffic on the interconnection network
between the process and the memory. An algorithm satisfies local spinning if the only type of spinning
required is local spinning. Local spinning is the situation where a process is spinning on locally-accessible
registers. Shared registers may be locally-accessible as a result of either coherent caching or when using
distributed shared memory where shared memory is physically distributed among the processors.

Three local-spinning algorithms are presented in [4, 8, 11]. These algorithms use strong atomic oper-
ations (i.e., fetch-and-increment, swap, compare-and-swap), and are also called scalable algorithms since
they are both local-spinning and adaptive. Performance studies done, have shown that these algorithms scale
very well as contention increases. Local spinning algorithms using only atomic registers are presented in
[1,2, 14].

Only few representative results have been mentioned. There are dozens of other very interesting algorithms
and lower bounds. All the results discussed above, and many more, are described details in [15]. There are
also many results for solving mutual exclusion in distributed message passing systems [13].

3 Applications

Synchronization is a fundamental challenge in computer science. It is fast becoming a major performance
and design issue for concurrent programming on modern architectures, and for the design of distributed and
concurrent systems.

Concurrent access to resources shared among several processes must be synchronized in order to avoid
interference between conflicting operations. Mutual exclusion locks (i.e., algorithms) are the de facto mech-
anism for concurrency control on concurrent applications: a process accesses the resource only inside a crit-
ical section code, within which the process is guaranteed exclusive access. The popularity of this approach
is largely due the apparently simple programming model of such locks and the availability of implementa-
tions which are efficient and scalable. Essentially all concurrent programs (including operating systems) use
various types of mutual exclusion locks for synchronization.

When using locks to protect access to a resource which is a large data structure (or a database), the
granularity of synchronization is important. Using a single lock to protect the whole data structure, allowing
only one process at a time to access it, is an example of coarse-grained synchronization. In contrast, fine-
grained synchronization enables to lock “small pieces” of a data structure, allowing several processes with
non-interfering operations to access it concurrently. Coarse-grained synchronization is easier to program but
is less efficient and is not fault-tolerant compared to fine-grained synchronization. Using locks may degrade
performance as it enforces processes to wait for a lock to be released. In few cases of simple data structures,
such as queues, stacks and counters, locking may be avoided by using lock-free data structures.

4 Cross References

Registers, Self-stabilization, Wait-free computation.

5 Recommended Reading

In 1968, Edsger Wybe Dijkstra has published his famous paper “Co-operating sequential processes” [7],
that originated the field of concurrent programming. The mutual exclusion problem was first stated and
solved by Dijkstra in [6], where the first solution for two processes, due to Dekker, and the first solution



for n processes, due to Dijkstra, have appeared. In [12], a collection of some early algorithms for mutual
exclusion are described. In [15], dozens of algorithms for solving the mutual exclusion problems and wide
variety of other synchronization problems are presented, and their performance is analyzed according to
precise complexity measures.
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